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Property price prediction is a complex problem and has many influencing factors. The lack of 

applications that can facilitate property appraisers in predicting property values makes it difficult 
know prices quickly and accurately, so that it can disrupt the balance and efficiency of the property 

market. Research with the title Development of a Web-based Property Value Prediction System 
can provide a clearer picture or recommendation about the selling value of property in Surabaya 

based on physical characteristics, position and location. This research was conducted using one of 
the machine learning algorithm models, namely Random Forest for data processing and 
modelling. The data used includes information about land area, road width, designation zone, and 

indication of land value. The results of the prediction will be displayed on the website by utilising 
the Laravel frameworks. Evaluation of the developed model showed promising results, with an 
accuracy of 83% in predicting property values. This shows that the system has the potential to 
help property appraisers determine property values more effectively. 

 

 
INTRODUCTION 
The property market is a place where people buy, sell, or rent properties, such as houses, 

apartments, land, and commercial buildings. In the property market, sellers offer their 

properties at a certain price, and buyers look for properties that suit their needs and 

budget. The property market has evolved to be more than just a place to live or a place to 

do business [1]. Investment in property has become one of the most significant and far-

reaching forms of investment, covering residential, commercial, and industrial segments. 

Property price prediction is one of the important issues in real estate and finance.  

Property prices are influenced by various factors such as location, size, shape, and 

surrounding facilities [2]. Accuracy in predicting property prices is very important for 

homeowners, investors, and real estate agents to make the right decision in buying or 

selling property [3]. Therefore, the development of reliable prediction models is the focus 

of much research in this area.  Machine learning algorithms are often used to predict 

property prices. Among the many existing algorithms, Random Forest is one of the most 

effective.  

Random Forest uses multiple decision trees simultaneously to improve the accuracy and 

stability of predictions [4]. Previous research shows that Random Forest has significant 

advantages over traditional methods such as linear regression. Random Forest is able to 

produce more accurate predictions and is more resistant to overfitting than linear 

regression. In addition, Random Forest is more effective in handling data with many 

features and interactions between features. However, there are still challenges in 

applying Random Forest for property price prediction.  

In addition, the selection of appropriate parameters for Random Forest, such as the 

number of trees and maximum depth, is crucial to achieve optimal performance. This 

research aims to address these challenges and evaluate the performance of Random 

Forest in the context of property price prediction. To achieve this goal, this research uses 

an extensive and diverse property transaction dataset, covering a wide range of relevant 
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features. This dataset is processed through several stages, including data cleaning, 

categorical feature coding, and normalization.  

Random Forest models were then trained and evaluated using metrics such as Mean 

Absolute Error (MAE), Root Mean Squared Error (RMSE), and R-squared (R²). The results 

of this study are expected to provide deeper insights into the effectiveness of Random 

Forest in predicting property prices and make important contributions to the 

development of more accurate prediction models. 

 

1.1 Random Forest Model 

 

 

Fig.  1. Prediction of Random Forest Model 

Source: (S. R. Nudin et al, 2022) 

There are two techniques used to develop the Random Forest model: bagging and 

random subspace. Bagging involves taking bootstrap samples and combining the models 

learned from each sample. Bootstrapping is a statistical method of random sampling with 

replacement used to manage unbalanced data [5]. In the Random Forest model, the nodes 

in each decision tree are randomly assigned to select attributes from a random subspace. 

The use of bagging and random subspaces helps the Random Forest model manage 

overfitting more effectively than a single decision tree [6]. Generally, developing a Figure 

1 involves four steps: 

1. Using the bootstrap method to create a random sample that is the same size as the training 
dataset or the full dataset. 

2. Employing the random subspace method to select K attributes from a total of M attributes, 
where K << M (typically, K is chosen to be equal to the square root of M). 

3. Building a decision tree using the bootstrap sample and selecting attributes from steps 1 
and 2. 

4. Repeating steps 1 to 3 to construct multiple trees until the desired Random Forest is 
achieved. 

The out-of-bag (OOB) error rate is used to determine the number of trees in the Random 

Forest. 

 

 
1.2 Property Theories 



 

Web-Based Property Value Prediction Utilizing Random Forest Algorithms  

 

 

As is well known, there are various bases used to assess the quality of a property. While 

there are several theories that can be applied, not all property theories are explained in 

this subchapter as they are too diverse. Therefore, only the basic theories used in the 

manufacturing process will be discussed. The following are the theories used: 

• Property Position 

There are 4 positions in this system. Interior position, this position is the most popular 

position because it can have two directions. Corner position, this position is still 

classified as a position that is quite popular, namely the position at the end. Kuldesak 

position, this position is a position that surrounds the park, or is at the entrance to a 

housing estate and the position of a skewer, this position is what prospective buyers 

usually avoid due to myths that exist in the community. But the position of the 

property cannot determine the price of the property because the quality of the property 

depends on the condition of the property [7]. 

 

• Property Shape 

The shape and dimensions of a property are what determine a property the most. 

There are land shapes such as square, rectangle, triangle, trapezoid, and others that 

may occur. This is supported by the size of a property's land such as the length and 

width of the square metre. 

 

• Property Designation 

- Residential zone / Housing: Spatial designation consisting of groups of residential 

houses that accommodate the lives and livelihoods of people equipped with facilities.  

- Protected Forest: Spatial designation which is part of a protected area that has the 

main function as protection of life support systems to regulate water systems, prevent 

flooding, control erosion, prevent seawater intrusion, and maintain soil fertility.  

- Green Open Space: An elongated / striped and / or grouped area, the use of which 

is more open, where plants grow, both naturally growing plants and those that are 

deliberately planted. 

- Trade and Service Zones: Spatial designations that are part of cultivation areas 

functioned for the development of commercial business activities, places of work, 

places of business, and places of entertainment and recreation, as well as supporting 

public/social facilities.  

- Industrial Zones Industry: is an economic activity that processes raw materials, raw 

materials, semi-finished goods, and/or finished goods into goods with higher value 

for their use, including industrial design and engineering activities.  

- Other Designation Zones: Spatial designations developed to accommodate activity 

functions in certain areas in the form of agriculture, mining, tourism, and other 

designations [8]. 

 
RESEARCH METHOD 
Figure 2 is the section of Method explains how the research is conducted, research design, 

as well as techniques of data collecting and analysis. The following descriptions are 

guidance to set the page layout and text format of overall manuscript. 
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Fig.  2. Research Flow 

 
2.1 Model Development 

There are several stages of model development carried out to process the required data, 

such as data collection, data pre-pocessing. 

2.1.1 Data Collection:  
The data used in this study is property transaction data obtained from various sources, 

including appraiser.   The dataset includes features such as land area, number of 

rooms, location, and selling price.  The data is collected in CSV format to facilitate 

further analysis. 

2.2.1 Data Pre-processing 
Data pre-processing is done to improve the quality of the dataset and ensure the model 

can work optimally. As shown in table 1, which displays the features of the dataset we 

used consisting of Longitude, Latitude, Road Row, Designation, Shape, Property 

Location, Land Area, Building Area, Quantity of Bathrooms and Quantity of 

Bedrooms.   

Table 1. Property dataset features 

No Fitur Type Data 

1 Longitude  Integer 

2 Latitude Integer 

3 Road Row (m) Integer 

4 Designation Text 

5 Shape Text 

6 Property location Text 

7 Land Area Integer 

8 Building Area Integer 

9 Bathrooms Integer 

10 Bedrooms Integer 
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The pre-processing steps include: 

a. Data Cleaning: Removing missing values and dealing with data duplication [9]. 

b. Categorical Feature Coding: Converting categorical data (such as location) into 
numerical data using one-hot encoding techniques. 

c. Data Normalization:  Scaling numerical features to ensure that all features are in 
the same range, using methods such as Min-Max Scaling. 

d. Random Forest Model Training: The Random Forest model is trained using the 
training data.  The training process involves: 

• Initial Parameter Selection: Setting initial parameters such as number of trees 
(n_estimators) and maximum depth of trees (max_depth). 

• Parameter Optimization: Using Grid Search, Random Search and Halving 
Grid Search techniques to find the combination of parameters that gives the 
best performance. The optimized parameters include n_estimators, 
max_depth, min_samples_split, and min_samples_leaf. 

e. Model Evaluation: The trained model was evaluated using test data [10]. Several 

evaluation metrics are used to assess model performance, including:  

f. Mean Absolute Error (MAE): Measures the average absolute error between the 
predicted price and the actual price. The formula 1 for calculating MAE. 

MAE = 1

𝑛
∑𝑖=1

𝑛 ∣ 𝒴𝒾 −  𝒴𝒾 ∣   (1) 

g. Root Mean Squared Error (RMSE): Formula 2 is used to measure the average 

squared error between predicted price and actual price 

RMSE = 
√

∑ 2(𝐴𝑐𝑡𝑢𝑎𝑙−𝑝𝑟𝑒𝑑𝑖𝑐𝑡)

𝑛

  (2) 

h. R-squared (R²): Formula 3 is used to measures how well the model explains the 

variability in the data. 
R2 = 1- ∑(yi−y)2

∑(yi−y)2

     (3) 

2.2 Website Development 

This system is built in the form of a website, so that users can easily access and use 

this prediction system from anywhere. The system design includes the user 

interface and the process behind the website screen, how the data is inputted and 

processed, and how the prediction results are displayed to the user. 

 

• System Architecture  

To develop a website-based property value prediction system that 
implements Random Forest prediction, there are several parts of the 
system. Property appraisers in this case act as users will access the website-
based property value prediction application to input data and view 
prediction results with the flask framework for the frontend. Then the 
history of the data that has been inputted will be stored in the MySQL 
database which will later be used in the backend for the prediction, 
evaluation, and graphics process using Python and google collab as well as 
for the implementation of the random forest model. 
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• Use case :  

 

Fig.  3. Use Case System 

Use case on Figure 3 diagram shows the relationship that occurs between 

actors and use cases that have each of their respective functions in a system. 

Where a user performs several stages such as login, dataset input, viewing 

data and graphs, and viewing prediction results as well as seeing the 

evaluation of the model that has been made. 

• User Interface Web: 
- Design of prediction feature page            

 

Fig.  4. Prediction Page 

Design of prediction feature display On Figure 4. there are features consisting 

of several inputs to create a new dataset that will be processed and features 

of property value prediction results. The required inputs are coordinate 

points, address, property location, property shape, zone designation 

indication of permeter value and property area. 

 

 

 

 

 



 

Web-Based Property Value Prediction Utilizing Random Forest Algorithms  

 

 

• Design of overview feature page 

        

Fig.  5 History page    Fig.  6 Location Page 

 

On Figure 5 there is a history of data that has been predicted before, which is 

displayed on this history page in the form of shape, designation, land area, 

building area and location details such as maps, longitude, latitude points. 

• System Implementation 

The next stage is the system implementation stage, which is a continuation 

of the system design stage, namely translating the system design into a form 

that can be implemented, namely building a system that has been designed 

and applying a prediction calculation model to it. The system 

implementation process involves developing an information system to 

predict property price data in Surabaya, which is then applied to the 

system. This system development is done usinLaravel and flask for API. 
 

• System Implementation 

The next stage is the system implementation stage, which is a continuation 
of the system design stage, namely translating the system design into a form 
that can be implemented, namely building a system that has been designed 
and applying a prediction calculation model to it. The system 
implementation process involves developing an information system to 
predict property price data in Surabaya, which is then applied to the 
system. This system development is done usinLaravel and flask for API. 

• System Testing 

System testing focuses on the software in terms of logic and functionality to 
ensure that all parts have been tested. This is done to minimise errors and 
ensure that the resulting output is as desired. In this study, system testing 
was carried out using black-box testing techniques. Black-box testing is a 
software testing method that is carried out without paying attention to the 
internal details of the software. In the black-box testing process, the 
programme is tested by trying to input data on each form. This test is to 
find out the programme runs as needed.  

 
RESULTS AND DISCUSSION 
The initial step of model development is data collection, which is obtained from a 

database on the Radata website platform. The data taken consists of property data in 

Surabaya in the range of years 2019 - 2024 with 21 features and 1,990 rows of data. Next, 
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namely by doing Data Preparation which contains the stages of Data Cleaning, combined 

data and Data Encoder.  

 

Fig.  7. Heatmap Correlation features 

The Figure 6 diagram is a heatmap that shows the correlation between various property 

features and the asking price (harga penawaran in Indonesian). Correlation measures the 

relationship between two variables, with values ranging from -1 to 1. Here's how to read 

the diagram: 

 

a. Color Scale: 

Dark red (1.0): Very strong positive correlation, dark blue (-1.0): Very strong 

negative correlation, and lighter colors indicate weaker correlations, either positive 

or negative. 

b. Correlation Values: 

• Positive Correlation: Positive values (e.g., 0.17) indicate that as the feature 

value increases, the asking price tends to increase. 

• Negative Correlation: Negative values (e.g., -0.08) indicate that as the feature 

value increases, the asking price tends to decrease. 

• Zero Correlation: Values close to 0 (e.g., -0.01) indicate no clear linear 

relationship between the feature and the asking price. 

c. Interpretation of Each Feature: 

• km.tidur (bedrooms): Positive correlation of 0.15, indicating that more 

bedrooms tend to increase the asking price. 

• km.mandi (bathrooms): Positive correlation of 0.15, indicating that more 

bathrooms tend to increase the asking price. 

• row jalan (road width in meters): Positive correlation of 0.07, showing a weak 

but positive relationship with the asking price. 

• peruntukan (designation): Negative correlation of -0.08, indicating that certain 

land uses tend to decrease the asking price. 

• bentuk (shape): Negative correlation of -0.05, showing a weak but negative 

relationship with the asking price. 
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• letak (location): Positive correlation of 0.06, showing a weak but positive 

relationship with the asking price. 

• luas tanah (land area in m2): Positive correlation of 0.17, indicating that larger 

land areas tend to increase the asking price. 

• luas bangunan (building area in m2): Positive correlation of 0.17, indicating 

that larger building areas tend to increase the asking price. 

• longitude: Negative correlation of -0.01, showing a very weak and negative 

relationship with the asking price. 

• latitude: Negative correlation of -0.01, showing a very weak and negative 

relationship with the asking price. 

• harga penawaran (asking price): Correlation of 1.00, as this is the target 

variable compared with itself. 

The next step is model development, in this step X and Y data will be defined, then divide 

the amount of data into 2, namely for Test and Train. Next, data training is carried out by 

implementing the Random Forest method, then using the Hyperparameter Optimization 

algorithm GridSearchCV method. In the modeling that has been made, the accuracy 

results will be obtained as in Figure 7 in the form of R2, MAE, and RMSE values. 

 

 

Fig.  8. Result of R2 score, MAE, RMSE 

 

Fig.  9. Comparison of Predict Price and Actual Price 

The figure 8 above shows a comparison chart between the predicted price (labelled 

"Predicted Price" and the blue line) and the actual price (labelled "Actual Price" and the 

orange line). The X-axis represents the order of the data by index. Each point on this axis 

indicates a specific time sequence or event of the tested data. The Y-axis shows the offer 

price value in rupiah (Rp). The numbers on the Y-axis indicate the magnitude of the price 

at a particular time or index. At some points, especially around indices 20, 40, and 80, 

there are large spikes in the actual price that are not always well followed by the 

predicted price, suggesting the model had difficulty predicting these spikes. In contrast, 
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at many other points, the predicted prices are quite close to the actual prices, suggesting 

the model works well with the data. 

 
 
CONCLUSION 
After the results of the stages of problem analysis, model development, web 

development, and system testing on the Development of a Property Value Prediction 

System in Surabaya Using the Web-Based Random Forest Method, a conclusion is 

obtained, among others: The implementation of the Random Forest algorithm to predict 

property values in Surabaya has been successfully carried out. Through the use of this 

algorithm, the system can analyse property data and produce fairly accurate predictions. 

The algorithm implementation steps involve data collection, data processing, model 

training, and testing. The model testing can be proven through the R2 Score evaluation 

results by showing the accuracy obtained by 83%. This shows that the amount of bid price 

prediction results can be influenced by the value of each feature such as location 

(longitude and latitude), road row, property formation, designation, number of 

bedrooms and bathrooms, and also the land and building area of the property. Web-

based applications developed using the Laravel framework have been successfully 

implemented. This application produces output in the form of property value predictions 

that can be accessed and used by property appraisers. This can provide value 

recommendations and make it easier for users to determine the value or price of property 

in Surabaya. 
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